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The use of Petri nets as a tool for optimizing logistic systems of industrial supply by simulation is analyzed in this article. The application of these tools presents two basic advantages: (1) their graphic/mathematical interpretation makes them particularly useful to be applied in simulation/analysis (optimization) applications, and (2) they can be considered from a discrete/continuous point of view, as a paradigm for modeling and analyzing discrete systems or as a continuous approximation to the real discrete model. These properties are very interesting in a global simulation analysis of logistic systems because their management is usually limited by their high complexity and large dimension. Petri nets are applied to the modeling and analysis of discrete logistic systems in the classical way, using the relatively recent continuization and fluidification techniques of discrete systems for their continuous approximation. This new methodology provides results with less computational effort.
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1. Introduction

Graph theory has traditionally played a very important role in the development and application of logistic systems. Petri nets (PNs) are a powerful extension of the state graphs that provide a more compact and effective representation of concurrent systems (with parallel evolutions and synchronization). They can be applied to logistic systems in several ways: their graphic (bipartite-directed graph) and mathematical (state equation) interpretations make them particularly interesting in coping with complex systems. They can be efficiently simulated because of the simplicity and power of PNs in graphical representations, and they can be optimized using the properties that the PNs’ mathematical tool provides (Fig. 1).

PNs’ basic characteristics in logistic systems can be summarized as follows:

• They provide a methodology and formalism to model discrete systems.
• Their graphical representation is clear, but they are able to cope with complex systems, especially those that include concurrence. That makes PNs an ideal tool for simulation.
• A large mathematical theory permits the analysis of the system behavior, including techniques for its optimization (reduction, block detection, etc.).
• They are extended throughout both the scientific and industrial communities, so there are several applications to manage PNs.
• The relatively recent contributions in the continuization of discrete systems for large populations provide approximated results by the simulation of the continuous model, so decisions can be made with less computational effort.
• They represent a paradigm for the modeling and analysis of dynamic systems, with several levels of abstraction and interpretation [1-3], so they can be applied to diverse systems with different levels of detail.

Furthermore, logistic systems usually present complex models with large populations. In addition, discrete
systems present the state explosion problem (set of reachable states that is extremely large), which is inherent to the enumerative analysis due to large populations. Usually, though, large populations imply relatively small errors if the model is relaxed to a continuous approximation (in nonnegative real numbers). Then, the computational complexity of the model is reduced, and different mathematical tools can be used: linear programming techniques, differential equations, and so on [4]. So another important property of PNs that deals with these types of systems is their double point of view, as a discrete system or as a continuous approximation to the discrete real system (Fig. 1).

In this article, all the mentioned properties are illustrated through the optimization by simulation of a net of production plants, with each plant similar to one another. They share the logistic system either in the reception of raw materials or in the distribution of the final products and, occasionally, even in the intermediate products.

The different levels of abstraction and interpretation have facilitated integrating the models of the logistic and production systems. It is possible, therefore, to combine the simulation for global optimization and decision making in complex operations in only a PN model. This fact constitutes one of the particularities that has been developed in the simulation.

Some limitations that arise in the global analysis of logistic and production systems, such as complexity and large dimension, can be overcome with the useful technique of model continuization. However, the approximations to the continuous models, when they are possible, lose reliability when decreasing the number of components (the marking). So, a switched continuous/discrete simulation technique has been introduced to obtain more precise results. This is another particularity of the simulation in this work.

All this investigation and its applications have been developed as part of a research project that has been recently applied to a real logistic and production system. Thus, this piece of research is methodological in nature because it shows how to model and simulate logistic and production systems, but it is illustrated with an application that shows that the provided topics are applicable to real-world problems.

Section 2 of this article introduces the use of PNs in the modeling, simulation, analysis, and optimization of discrete systems, and it presents an overview of formal analysis techniques. Section 3 shows the continuization of the real model to avoid the state explosion problem, which derives from large systems (as often happens with logistic systems). It also references the use of PNs for the simulation of these approximated systems. In section 4, the application of the optimization of logistic productive systems is shown by means of a real example. It consists of a system of manufacturing production and distribution. That example is used not only to show the modeling and simulation methodology of logistic systems using PN but also to explain, in a understandable way for the general reader, the innovations that have been included in the simulation: the analysis of the logistic and productive systems has been integrated (section 4.2), and it is simulated with continuous/discrete (and hybrid) switching models. Finally, section 5 summarizes the conclusions and the developed methodology.

2. Simulation, Analysis, and Optimization of Discrete Systems with PNs

A PN is a direct bipartite graph with two types of nodes: places and transitions. The marking defines the state of the system, and it evolves due to the firing of the transitions when their associated events occur. But a PN can also be represented as a tuple \( N = (P, T, Pre, Post) \), where the static structure of the system is defined by \( Pre \) and \( Post \), or in pure (self-loop-free) nets, by the incidence matrix \( C = Pre – Post \). The state (or fundamental) equation can be represented as \( m = m_0 + C \cdot \sigma \), where \( \sigma \in N^T \) and \( m \in N^P \). The reader can consult Silva [3, 5], Murata [6], and Silva and Teruel [7] to review the usual terms of PNs.

The PN includes a large mathematical theory that allows one to analyze the behavior of the system, as well as techniques for their optimization, including simplification by means of implicit places, the coalition of places, or the method of the places’ source. The analysis of the PN habitually consists of validation, verification, and analysis of properties. Among the basic properties are liveness, cyclic property, limitation, conflict, mutual exclusion, weighted synchronic lead, conservative \((p\)-invariant\) and consistent \((r\)-invariant\) invariants, marking and firing invariants, absence of blockage, deadlocks, and traps [3].

The methods of PN validity analysis can be divided into dynamic (simulation) and static. Static methods include enumeration, reduction (or transformation), and structural analysis (for linear algebra or for deadlocks and traps) [8]. Much effort has been devoted to developing analysis techniques and properties of PN, which permits one to know the behavior of the system without using simulation. But it is also important to simulate with the model any

---

**Figure 1.** Analysis of Petri nets as a tool for optimization by simulation of logistic systems
These transitions also model the synchronization between places, which can be the effective conflict for the autonomous net, with all the other places iff eliminated. Its incidence matrix is as follows:

$$C = \begin{bmatrix}
-1 & -2 & 0 & 0 & 0 \\
1 & 0 & -1 & 0 & 0 \\
0 & 1 & 0 & -1 & 0 \\
0 & 0 & 1 & 2 & -1 \\
-1 & -2 & 1 & 2 & 0
\end{bmatrix}$$

Let the model be deterministic, with time delays in the transitions of $t_1 = 3$, $t_2 = t_3 = t_4 = 1$, and $t_5 = 10$, where $t_i$ represents the time delay of the transition $t_i$. If the number of elements of transport ($m_{10}$) increases successively from 1, the throughput improves and worsens alternately, and starting from 3, the only important thing is to have an odd number, as can be seen in Table 1. So, if there are seven wagons, for example, an economic effort to increase one more wagon would provide a worse behavior. Or equivalently, if one is damaged (and is being repaired), it is better to separate another one.

This apparently strange behavior has a simple explanation when one bears in mind the two characteristics that the system exhibits simultaneously:

1. It has two parallel ways, $p_2$ and $p_3$: one presents fewer temporal restrictions at the beginning ($p_2$) due to $\lambda_2 < \lambda_1$, and the other presents higher total restrictions ($\lambda_2 + \lambda_4 > \lambda_1 + \lambda_3$).

2. The source place for both ways ($p_1$) cannot provide enough tokens so that both of them can work nonstop (since the wagons are reused cyclically).

Bearing in mind the previous explanation, the results shown in Table 1 can be analyzed as follows:

- When there is a single token, it must go the globally slower way (i.e., through $p_2$) due to the different input arc values for the globally slower process, and it spends the sum of the delays $t_1 + t_3 + t_5$ in accomplishing a complete cycle. As is known, the throughput corresponds to the inverse of the cycle time.

- When there are two tokens, they will only go the slower way (i.e., through $p_2$) since $t_2 < t_1$, and they need $t_2 + t_4 + 2 \cdot t_5$ to complete a cycle.

- When there are an even number of tokens and more than two of them, the only active process is the slower one, but at least one token will be waiting in $p_3$ during the delay that corresponds to $t_4$ (in steady state). In fact, there will be at most two tokens out of $p_3$. Therefore, the global time of the cycle is one of the slowest transitions (the bottleneck)—that is, $t_4$ for two tokens, which is equivalent to $t_4/2$.

- When there are an odd number of tokens and more than three of them, their behavior in steady state will be equivalent to having a parallel evolution of a single token (through $p_3$) since $t_2 < t_1$, and they need $t_2 + t_4 + 2 \cdot t_5$ to complete a cycle.

- When there are two tokens, they will only go the slower way (i.e., through $p_2$) since $t_2 < t_1$, and they need $t_2 + t_4 + 2 \cdot t_5$ to complete a cycle.

- When there are an even number of tokens and more than two of them, the only active process is the slower one, but at least one token will be waiting in $p_3$ during the delay that corresponds to $t_4$ (in steady state). In fact, there will be at most two tokens out of $p_3$. Therefore, the global time of the cycle is one of the slowest transitions (the bottleneck)—that is, $t_4$ for two tokens, which is equivalent to $t_4/2$.

- When there are an odd number of tokens and more than three of them, their behavior in steady state will be equivalent to having a parallel evolution of a single token (through $p_3$) since $t_2 < t_1$, and they need $t_2 + t_4 + 2 \cdot t_5$ to complete a cycle.

- When there are two tokens, they will only go the slower way (i.e., through $p_2$) since $t_2 < t_1$, and they need $t_2 + t_4 + 2 \cdot t_5$ to complete a cycle.

Table 1. Throughput of $t_5$ depending on the initial marking of $p_1$ ($m_{10}$)

<table>
<thead>
<tr>
<th>$m_{10}$</th>
<th>Throughput ($t_5$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.20</td>
</tr>
<tr>
<td>2</td>
<td>0.15</td>
</tr>
<tr>
<td>3</td>
<td>0.35</td>
</tr>
<tr>
<td>$4 + 2 \cdot n$ with $n = 0 \ldots \infty$</td>
<td>0.20</td>
</tr>
<tr>
<td>$5 + 2 \cdot n$ with $n = 0 \ldots \infty$</td>
<td>0.40</td>
</tr>
</tbody>
</table>

Figure 2. Petri net (PN) modeling a simplified logistic system.
Table 2. Throughput of \( t_2 \) depending on the time constant of \( t_2 (\tau_2) \)

<table>
<thead>
<tr>
<th>( \tau_2 )</th>
<th>Throughput (( t_2 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1–3</td>
<td>12/30</td>
</tr>
<tr>
<td>4–5</td>
<td>13.5/30</td>
</tr>
<tr>
<td>6</td>
<td>14/30</td>
</tr>
<tr>
<td>7–8</td>
<td>15/30</td>
</tr>
<tr>
<td>9–10</td>
<td>16/30</td>
</tr>
</tbody>
</table>

- When the number of tokens is exactly 3, its behavior in steady state will be equivalent to having a parallel evolution of only one token (through \( p_2 \)) and of two tokens (through \( p_3 \)). Therefore, the throughput corresponds to the sum of the throughputs of both processes, that is, \( 1/(\tau_1 + \tau_3 + \tau_5) + 2/(\tau_2 + \tau_4 + 2 \cdot \tau_5) \). In this case, the structural conflict becomes an effective conflict. Depending on how this conflict is solved, another throughput can be considered, but it is not important in this analysis.

From the previous analysis, it can be deduced that the maximum available throughput with the present temporal restrictions (considering the delays as minimum values) is the one that corresponds with having both processes (\( p_2 \) and \( p_3 \)) working at their maximum capacities. The bottleneck of these processes will provide the throughput (i.e., \( 1/\tau_1 + 2/\tau_4 = 16/30 \)). In fact, the maximum throughput will be the minimum between that value and \( 1/\tau_2 \).

Another strange behavior can occur with the time parameters. Let us suppose, for instance, \( m_{1o} = 7 \) in the previous example. In this case, if \( t_2 \) becomes slower, the system can improve the global throughput, as can be seen in Table 2, which shows the throughput in \( t_2 \) with the time delay in \( t_2 \). The best behavior is obtained with a slower time parameter (\( t_2 = 9 \) or 10), and in those cases, the throughput (16/30) is the best possible one for any initial marking, taking into account the temporary parameters of the other transitions (as has been seen previously).

This other surprising behavior again occurs when one of the ways presents a worse behavior than the other one and monopolizes the marking flow. For this reason, even when the local behavior in certain areas (the input to the worst way) is improved, the global performance can be worse.

Two discrete simulations of the model corresponding to each example shown in Tables 1 and 2 are illustrated in Figures 3 and 4. In Figure 3, with \( m_{1o} = 8 \) and \( t_2 = 1 \), a throughput of 6/30 is obtained; in Figure 4, with fewer wagons and more delay (\( m_{1o} = 7 \) and \( t_2 = 10 \)), the throughput is 16/30. The places \( p_1 \), \( p_2 \), and \( p_3 \) are only represented in the figures because the remaining ones are deducible from the previously presented conservative components (in this case, \( p_1 = m_{1o} - m_1 - m_2 - 2 \cdot m_3 \) and \( p_3 = m_{1o} - m_2 - 2 \cdot m_3 \)).

But the maximum throughput can also be obtained by controlling the firing of the transitions appropriately (always respecting the minimum time requirements). In fact, the increase in delay of \( t_2 (\tau_2) \) can be seen as a way of controlling the process by delaying the firing of the transitions appropriately. Another simple control that also obtains the maximum throughput consists of including an inhibitor arc from \( p_3 \) to \( t_2 \). Inhibitor arcs go from a place to a transition, and they are used to avoid the firing of the transition while the place is not empty; these arcs neither consume nor produce resources (tokens).

Then, with the mentioned inhibitor arc, for any \( m_{1o} \geq 6 \), the maximum throughput is obtained (16/30). That value derives from both processes working in parallel, with their respective bottlenecks the only restriction, and then the throughput is composed by two partial throughputs: 1/3 and 1/10. But this simple way to control the transitions works correctly only when \( m_{1o} \geq 5 \); in other cases, it is
Table 3. The throughput obtained with intelligent control in the discrete model

<table>
<thead>
<tr>
<th>(m_1)</th>
<th>Throughput ((t_0))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1/5</td>
</tr>
<tr>
<td>2</td>
<td>1/3</td>
</tr>
<tr>
<td>3</td>
<td>1/5 + 2/13</td>
</tr>
<tr>
<td>4</td>
<td>1/3 + 2/13</td>
</tr>
<tr>
<td>5</td>
<td>1/3 + 2/12</td>
</tr>
<tr>
<td>(\geq 6)</td>
<td>1/3 + 2/10</td>
</tr>
</tbody>
</table>

Thus, it can be seen that increasing the number of elements of the system or improving the time parameters in certain points may not improve the global behavior. The simulation, combined with formal analysis techniques, can be very important to ensure that any future operation in the system will be correct. All this can be summarized with the sketch in Figure 6.

3. Analysis by Means of Continuous PN Simulation

The discrete models must be continuized due to the well-known state explosion problem, which means that the group of reachable states of a discrete PN system can become extremely large when the number of elements increases. The continuization simplifies the model and permits the use of different mathematical tools (linear programming techniques, differential equations, etc.).

In continuous PNs, any nonnegative real marking is allowed (in a discrete PN, the marking is restricted to integers). The firing of a transition is similar: \(t\) is enabled at \(m\) iff \(\forall p \in t, m[p] > 0\). The enabling degree is defined as \(\text{enab}(t, m) = \min_{p \in t} \{m[p]/\text{Pre}[p, t]\}\), and the firing of \(t\) in a certain quantity \(\alpha \leq \text{enab}(t, m)\) leads to a new marking \(m' = m + \alpha \cdot C[p, t]\). Independently of the temporary interpretation of the PN (deterministic, Markovian stochastic, etc.), the interpretation of the transition firing will be deterministic in the approximated continuous model [9]. Not all discrete nets can be appropriately continuized [10], and the properties can differ surprisingly between the discrete model and its continuous approximation [11]. Then, care must be taken when continuizing a model.

The state equation \(m = m_0 + C \cdot \sigma\) summarizes the marking evolution, and as it varies in a continuous way, it...
can be derived with respect to time: \( \dot{m} = C \cdot \dot{\sigma} \). The value \( \dot{\sigma} \) represents the flow through the transitions, and it is usually denoted by \( f \) [4]. On the whole, it depends locally on the marking and, therefore, on time. If \( f(\tau) \) is defined with the usual semantics in discrete nets, the temporary evolution of the continuous PN can be obtained by an interpretive extension [10, 12]:

- **Infinite server semantics (ISS).** The enabling degree of \( t_i \) is \( e(\tau)[t_i] = \min_{p,t_j} \{ [m][p]/[\text{Fre}[p,t_j]] \} \) and represents the number of active servers in the transition at instant \( \tau \). The rate associated with \( t_i \) is \( \lambda[t_i] \), and transitions fire with \( f(\tau)[t_i] = \lambda[t_i] \cdot e(\tau)[t_i] \).
- **Finite server semantics (FSS).** The firing speed \( f(\tau)[t_i] \) is upper bounded by \( K[t_i] \) times the speed of one server \( F[t_i] \), and then the transitions are fired with \( f(\tau)[t_i] \leq K[t_i] \cdot F[t_i] \) [13].

![Figure 7. Model used with finite server semantics (FSS) approximation](image)

The simulation of the continuized PN, as an approximation to the real discrete model, is used to determine its behavior parameters (e.g., the throughput). However, one must be careful when interpreting the results of the continuized model. For example, in the previous PN of Figure 2, the implicit place can be eliminated (because, by definition, it never restricts its output transitions [14]), and then the structure is converted into two parallel lines (Fig. 7).

If an FSS continuization is used to evaluate the throughput of \( t_5 \), the model will provide the maximum value (16/30) for any \( m_{io} \), and it has been seen previously that it is not possible for \( m_{io} < q \) in the discrete case, not even when applying intelligent control in firing the transitions. An ISS model can also be used. In this case, it is considered only the “bottleneck” of each parallel process (i.e., the slowest transition), and a self-loop with a token is included in each transition to model the upper bound in firing the transitions (Fig. 8). The results are listed in Table 4. This table shows that valid conclusions can be obtained with the continuous approximation, with large populations, and with less computational effort; in addition, the table also shows that without large markings, the continuous approximation can give wrong conclusions.

![Figure 8. Model used with infinite server semantics (ISS) approximation](image)

<table>
<thead>
<tr>
<th>( m_{io} )</th>
<th>Throughput ( (t_5) ) with FSS</th>
<th>Throughput ( (t_5) ) with ISS</th>
<th>Throughput ( (t_5) ) with Discrete (IC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.53</td>
<td>0.30</td>
<td>0.20</td>
</tr>
<tr>
<td>2</td>
<td>0.53</td>
<td>0.48</td>
<td>0.33</td>
</tr>
<tr>
<td>3</td>
<td>0.53</td>
<td>0.53</td>
<td>0.35</td>
</tr>
<tr>
<td>4</td>
<td>0.53</td>
<td>0.53</td>
<td>0.48</td>
</tr>
<tr>
<td>5</td>
<td>0.53</td>
<td>0.53</td>
<td>0.50</td>
</tr>
<tr>
<td>( \geq 6 )</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
</tr>
</tbody>
</table>

Characteristically, the ISS provides more satisfactory results, even without large populations, and that is why we normally use it. In these continuous models (ISS), the simulation is very useful because the analytic solutions are difficult to obtain, basically, for two reasons: the speed depends on the marking (and therefore on the state) locally, and the synchronizations introduce the “minimum” function, which is really useless in analytic developments. Consequently, systems of switched differential equations are obtained, which are easy to simulate but difficult to solve. As an example, a simple ordinary sequential cycle...
The system is composed of several different processes that are defined by the ISS model. The following complicated solution (deducible from the previous equations that are defined by the ISS model):

\[ m_1(t) = \left( 1/3 + \cos(3^{1/2} \cdot t/2) e^{-3^{1/2}} \cdot 3^{1/2} \right) \cdot m_{01} + \left( 1/3 - \sin(3^{1/2} \cdot t/2) \cdot e^{-3^{1/2}} \cdot 3^{-1/2} \right) - \cos(3^{1/2} \cdot t/2) \cdot e^{-3^{1/2}/3} \cdot m_{02} + \left( 1/3 + \sin(3^{1/2} \cdot t/2) \cdot e^{-3^{1/2}} \cdot 3^{-1/2} \right) - e^{-3^{1/2}} \cdot \cos(3^{1/2} \cdot t/2)/3 \cdot m_{03}. \]

The expressions of the other two state variables \((m_2(t))\) and \((m_3(t))\) can be deduced by symmetry.

It is very important to emphasize that the simulations corresponding to this section are developed to determine the behavior of the system in an approximated way. From either a deterministic or stochastic discrete model, an approximated continuous model is deduced that is deterministic and that has a simulation that approximately provides the results for the behavior of the discrete model (to delve deeper into the continuization of stochastic PN, readers can review Jiménez, Recalde, and Silva [4]; Silva and Recalde [10]; and Recalde and Silva [12]). These simulations are different from the ones developed in the previous section, which correspond to a maneuver simulation, in which the deterministic model is simulated to check how the real system would work, especially in complex operations.

Even in this continuous simulation, the use of PNs as a basis for modeling and simulation is advantageous compared to the use of equations only [11].

4. Application to the Optimization of a Logistic/Manufacturing System

In this section, we show the application of PNs and continuous PNs to the optimization of a system composed of several industrial plants. These plants are similar to one another and share the logistic system of supply and distribution.

4.1 The Manufacturing Production and Distribution System

The production system is composed of several different synchronized processes that work in parallel. It is usually necessary to use PNs to model it due to the degree of high concurrence. On the other hand, the marking is very large because it considers many elements: shared resources (robots, ferry platforms, conveyor belts), transport and storing elements (wagons, trays, and boxes), and overall production elements (bricks). Therefore, it is appropriate to complement discrete analysis with the continuization techniques.

The system behavior (Fig. 10) can be summarized as follows [15]: shaped parts (1) move along a conveyor belt (2), and a robot (3) places them on the trays. When a tray is complete, another conveyor belt (4) transports it to a gantry crane that places it (5) in a trays wagon. When this trays wagon is full, it moves (6) on a rail to the dryer’s entrance and then follows a route (7-9) through a dryer for a specified time. As soon as the trays wagon has finished, it goes (10) to a discharge area, where a gantry crane discharges (11) the trays from the wagon. These trays advance (12) for another transfer. A robot (13) piles the parts from the trays. Then, each empty tray follows its cyclical route. The parts that have been piled are heaped again by another robot (14) in a new wagon for parts. When the wagon is full, it advances (15) to a ferry platform that transports it (16) perpendicularly to its advanced route. Once transported, it follows a route (17) through the oven for a time, and when it has finished, another ferry platform transports it again (18). Then the parts wagons advance (19) to an unloading area, where a robot (20) piles the individual parts and another robot (21) packs them into boxes (22).

The system can be modeled as shown in Figure 6, with colored PNs [16, 17]. Models with similar behaviors can be simplified using colored PNs, but they do not increase the descriptive power of ordinary PNs. Besides, it is a deterministically synchronized sequential process (DSSP) [18] because it can be divided into blocks that behave as state
machines interconnected by buffers and that satisfy some restrictions. In Figure 11, the blocks are marked with closed curves, and the buffers can be seen among them.

This model can be considered deterministic, when carrying out the simulation of complex maneuvers, or stochastic, when determining behavior properties—and then continuization is necessary. Figure 12 shows the complexity of discrete simulation for just the first few seconds of working in the plant [19].

Moreover, a DSSP can be used to generate the state space and to find the steady-state probabilities of the stochastic extension of the net in a efficient way (without ever explicitly computing and storing the reachability graph of the system) [18].

4.2 Integration of the Logistic and Manufacturing System: Switching Continuous/Hybrid Simulation

In Figure 11, the system is divided into seven blocks, interconnected by buffers, with an input place and an output place. The last block (on the right-hand side) could also have been separated into two (or even three) new blocks. That complex system corresponds to only one production plant, which must be integrated with the rest of the plants and with the logistic system.

The logistic system of the production plants consists of three kinds of processes: (1) the raw material supply to the input places, (2) the distribution of resultant products from the output places, and (3) the redistribution of the intermediate products in the buffers in the production processes. This redistribution is schematized with simple arrows between each pair of factories, but the logistic systems include the redistribution of the six types of buffers in the plants.

With this scheme, the joint simulation of the complete system can be carried out in the two ways described previously: test of maneuvers and determination of the behavior characteristics. It is important to analyze the logistics and the production globally because improving a particular element cannot be beneficial for the complete system (as shown in section 2).

However, the simulation of a (global) system that is so extensive has the difficulties of heterogeneity and large dimension. Heterogeneity oblige one to use techniques of continuization (seen in section 3), but it is necessary to use these techniques carefully to satisfy the conditions required to consider “large populations” in the system. Some parts of the system could not satisfy them momentarily. Furthermore some other parts could never satisfy these conditions, and then the system must be considered hybrid (e.g., shared resources, as robots). But sometimes the case is one of “short temporary populations” (e.g., the simulation of a buffer that is emptied as a result of a failure of a previous production system). In these cases, if the system is simulated as discrete, it will undergo state explosion when the
population grows again. That is why the adopted solution is to implement a switch in the system that converts from discrete to continuous (and vice versa) as a function of its value [18].

Thus, with the techniques referred to in this article (the application of the methodology), improvement has been achieved in the global behavior of the logistics and production processes using simulation as the basic tool.

5. Conclusions

In this article, a methodological analysis of applying PNs for the modeling and simulation of logistic and production systems, which provide their optimization, has been presented. Complexity and large dimension are important characteristics of the mentioned systems, which is why PNs constitute a very useful tool to deal with them. On one hand, PNs' versatility makes them appropriate to incorporate models on different scales, such as the logistic and production models. This fact facilitates global management of the system. On the other hand, the continuization techniques of discrete models permit one to simplify complex models and to use mathematical tools (to solve the state explosion problem). The continuous model is an approximation of the discrete model (used to estimate the properties of the real discrete system). The application of the continuization techniques and the interpretation of its results must be made carefully. Taking that into account while avoiding the problem of higher relative error when the marking is small, a switched simulation can be introduced according to the system internal state. The switch is accomplished between continuous parts (when large marking occurs) and discrete parts (when marking decreases).

Another conclusion of this work is realizing the importance of the mixed use of simulation and analysis of properties for system optimization. If only simulation is undertaken, erroneous or limited conclusions can be obtained because it cannot take some characteristics, such as instabilities, into account. PNs provide a very important framework for the analysis of properties, which permits one to know how the system will behave without the computational effort that the simulation process implies. However, the mixed use of simulation and analysis of properties provides very good results and allows one to look for strange and unexpected behaviors that could affect the system.

It is important to differentiate the two types of simulations presented in this work. One is the simulation of the real discrete system, which permits one to know the system properties and its expected operation and to be able to anticipate the failures. The other type is the simulation of the continuized model, which is aimed at estimating approximately but easily the characteristics of operation, but it does not indicate at all how the system will work.
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